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Abstract

We explore the potential and limitation of Graph Convolutional Neural Networks (GCNs) for classification of brain graphs derived from MRI measurements of subjects with Alzheimer’s disease (AD). GCNs differ from regular Artificial Neural Networks (ANNs) in that they operate directly on graph structures by defining convolutional operators in a non-Euclidean space. We show that GCNs perform well on graph-structured data, where regular ANNs typically fail due to the arbitrary ordering of nodes. Different GCN architectures are examined and compared to a Fully Connected Feedforward Neural Network. Tests are initially performed on simulated graphs mimicking the human brain. The simulated brain graphs were generated by following an algorithmic approach parameterized by graph measures known to be important for characterizing brain graphs. We demonstrate that GCNs are vital in accurately classifying the simulated brain graphs. The GCNs’ performance is evaluated on structured MRI-data, displaying cortical thicknesses for 68 regions in the brain of patients with Alzheimer’s disease and a healthy control group. On the structured brain data, both GCNs and regular ANNs are shown to be able classifiers. Finally, we show that the performance of regular ANNs is completely dependent on a fixed ordering imposed by the brain graph derivation from the MRI-data. In contrast, we show that GCNs perform well independent of node order.
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1

Introduction

In recent years, graph-structured data has received more and more attention from the machine learning community. Graphs are applicable in a wide variety of research fields, due to their immense expressive power as a data structure. Some examples of research fields where graphs naturally emerge are social network theory, molecular chemistry, and natural language processing. Another field where graphs naturally emerge is neurology. Connectivity between different brain regions is conveniently described in a brain graph, where nodes represent regions and edges connections between them. Neurodegenerative diseases such as Alzheimer’s disease (AD) and Parkinson’s disease (PD) are both characterized by a loss of neurons and synapses in the brain. With the use of modern brain imaging techniques, neurodegenerative diseases can be studied from a graph theoretical point of view.

Many different tasks involve learning from graph-structured data. For link prediction tasks, the goal is to predict missing connections in a graph, whereas for node classification tasks, the goal is to predict unknown node values. Both these problems are usually approached using unsupervised or semi-supervised learning techniques, by inferring patterns and structures from known parts of the graph. In this thesis, we will focus on Graph classification, which is the task of distinguishing graphs of different classes. The classification task is approached in a supervised setting on simulated data mimicking the human brain, as well as on AD patient data derived from MRI.

1.1 Graph Neural Networks

An Artificial Neural Network (ANN) is typically designed to operate on tensor structured data, i.e., on an ordered container of numbers. The fact that this ordering isn’t arbitrary is often crucial for the ANNs’ ability to learn. As an example, say an ANN has been successfully trained to classify images of cats and dogs. If the pixels in each of the input samples were shuffled, the ANN would no longer be able to tell the two categories of animals apart. This implies that not only is information contained in the individual pixel values in the image, but also in the pixels’ position relative to one another.
In the most general sense, graph-structured data lacks order. A graph is commonly represented as a tensor in the form of an adjacency matrix, see Section 2.1. However, as a tensor is ordered by definition, some kind of order needs to be established in an adjacency matrix representation of a graph. As the established order is arbitrary, any representation of a graph by its adjacency matrix is non-unique. To solve classification problems on graphs, a possible solution is to include every permutation of all adjacency matrices in the training set and treat the problem as an image classification task. However, a single graph with as few as 100 nodes could have as many as $100! \approx 10^{157}$ unique adjacency matrix representations, why any such strategies are infeasible. Therefore, an ANN needs to be node order invariant by design. *Graph Neural Networks* (GNNs) is a class of ANNs that addresses such problems. Early attempts by Scarselli et al.[21][22] are based on recurrent neural networks. Since then, numerous variants have been suggested.[2][3][4]

In this thesis we focus on *Graph Convolutional Neural Networks* (GCNs), a class of GNNs with roots in spectral graph theory.[23][24] Motivated by *Convolutional Neural Networks’* (CNNs) ability to construct highly expressive representations by extracting local features from structured inputs, GCNs attempt to generalize CNNs to the graph domain. Section 2.3 describes how this can be done by defining spectral filters in the Fourier domain of a graph.

All GCN architectures implemented in this thesis are inspired by the work of Kipf et al.[18] and Zhang et al.[25]. Kipf et al.[18] proposes a scalable approach for semi-supervised learning on graph-structured data for node classification, whereas Zhang et al.[25] proposes a novel GCN architecture accepting graphs of arbitrary size and structure for graph classification.

1.2 Aim of the project

The main focus of this thesis is to investigate the potential of GCNs as a tool in *brain connectivity analysis*. The aim of this thesis is to form a foundation on which future work concerning GNN analysis of brain graphs can be built. Moreover, principal parts of this thesis generalize beyond brain connectivity analysis to other fields where graph analysis is used.

We analyze and evaluate the performance of GCNs on the task of classifying brain graphs constructed from AD patient data derived from MRI, as well as on simulated brain graphs. As described in Section 3.1, we develop a method for simulating graphs exhibiting properties similar to those observed in human brain networks.
2
Theory

2.1 General graph theory

A graph $G = (V,E)$ is defined as the sets of nodes (or vertices) $V$ and edges $E$. The number of nodes in a graph will be denoted by $N = |V|$, and the number of edges by $M = |E|$. If edges in $G$ are directed, $(i,j) \neq (j,i)$, the graph is called directed. Else if edges in $G$ are undirected, $(i,j) \equiv (j,i)$, the graph is called undirected. For simplicity, a shorthand notation $e_{ij}$ of edge $(i,j)$ will sometimes be used. Furthermore, a graph $G$ can be either binary or weighted. In the case of weighted graphs, each edge is defined by a triplet $(i,j,w_{ij})$, where $w_{ij}$ is the weight associated with edge $(i,j)$.

If there exists a continuous sequence of edges connecting every node in a graph, the graph is considered connected. In a connected graph, any given node is able to reach all other nodes in the graph. If all pairs of nodes in a graph are connected to one another, the graph is said to be complete.

We also define the neighborhood of a node $i \in V$ as the set of nodes $N_i = \{ j : e_{ij} \in E \}$. In other words, the neighborhood of a node $i$ is the set of all nodes adjacent to $i$. The size of $N_i$ is referred to as the degree of node $i$.

Edges describe how information is allowed to propagate in the graph, and can be used to describe any kind of relation between nodes. For example, weights can denote the strength or capacity of connections between nodes, or they can relate the cost of traversing from one node to another. Similarly, if nodes exist in a topological space, weights can be used to denote the distance between pairs of nodes. In terms of expressive power, this versatility makes graphs a powerful data structure. Unless stated otherwise, weights are to be considered a measurement of connection strength for all graphs in this thesis.

A binary graph is conveniently represented by its adjacency matrix, $A \in \mathbb{R}^{N \times N}$, defined as

$$A_{ij} = \begin{cases} 
1 & \text{if } e_{ij} \in E \\
0 & \text{if } e_{ij} \notin E .
\end{cases}$$

(2.1)

Note that for undirected graphs, $A$ is always symmetrical. If the graph is weighted,
elements in $A$ are simply replaced by their corresponding weights, i.e. $A_{ij} = w_{ij}$.

### 2.2 Graph measures

Graph measures are used to quantify various characteristics or features of a graph. Different measures can refer to either *global* or *local* properties. Global measures refer to properties of the entire graph, while local measures refer to properties on a nodal level. Since local measures can be used to form distributions over all nodes, they as well can be used to describe global properties of a graph.

In this section we present a selection of graph measures commonly used to describe properties of the human brain. In section 3.1, we present a method for simulating brain graphs exhibiting these characteristics to various degrees.

#### 2.2.1 Centrality

The concept of centrality is used to describe the "importance" of individual nodes in a graph. Thus, indicators of centrality are always local measures. Even though all centrality measures attempt to answer the same question, they approach it in different ways. In this section we briefly mention two different ways of indicating centrality.

The first one has already been mentioned, namely *degree centrality*. If a node has many connections, this should indicate that the node plays a central role in the network. In the case of a weighted graph, the degree of a node is instead referred to as *strength*, which is calculated as the sum of the weights of all edges incident to and from the node.

Another indicator of centrality is the *betweenness centrality* of a node. In order to understand betweenness centrality, the concept of a *shortest path* must first be defined. The shortest path $P_s(i, j)$ is the shortest possible sequence of nodes with edges connecting nodes $i$ and $j$. Thus, $P_s(i, j)$ is not necessarily unique, since multiple paths of equal length might connect nodes $i$ and $j$. If $P_s(i, j)$ is known for all pairs of nodes in a graph, the betweenness centrality of a node $i$ is defined as the fraction of all shortest paths traversing node $i$. By this definition, a node with high betweenness centrality serves as a *hub* in the graph, and is vital for an effective flow of information.

These kinds of hubs are assumed to play an important role in human brain networks.

#### 2.2.2 Clustering and transitivity

Other important features of human brain networks are high degrees of *clustering* and *transitivity*. This means that nodes in a brain network have a high tendency to form highly connected clusters. This property can be described either locally by calculating the *local clustering coefficients* for individual nodes in the network, or
globally by calculating the transitivity of the network. For an undirected graph \( G \), the local clustering coefficient of a node \( i \) is defined as

\[
C(i) = \frac{2 | \{(j, k) : j, k \in N_i, (j, k) \in E \} |}{k_i (k_i - 1)},
\]

(2.2)

where \( k_i \) is the degree of node \( i \). If \( G \) is directed, the factor 2 is simply removed in Eq. 2.2. In other words, \( C(i) \) amounts to the degree to which triplets of nodes form closed loops. A triplet of nodes consists of three nodes that are connected by either two (open triplet) or three edges (closed triplet).

Clustering can also be calculated on a global level as the transitivity of the graph, sometimes also referred to as the global clustering coefficient. The transitivity, \( T \), takes the total number of open and closed triplets in the graph into account:

\[
T = \frac{\text{Number of closed triplets}}{\text{Total number of triplets}},
\]

(2.3)

which holds for both directed and undirected graphs. Global clustering is sometimes defined as an average of the local clustering coefficients in a graph,

\[
C_{avg} = \frac{1}{N} \sum_{i=1}^{N} C(i).
\]

(2.4)

Note that this definition is not equivalent to Eq. 2.3. The average clustering coefficient puts more weight on low degree nodes, while transitivity puts more weight on high degree nodes.

One way of thinking about transitivity is in terms of network permeability. A network with high transitivity is easily maneuvered, since the shortest path between any two nodes is rarely unique. The removal of any single node would, therefore, not have a drastic impact on the flow information.

### 2.2.3 Modularity

Modularity measures the degree to which the nodes in a graph are divisible into distinct modules. Modules, or communities, are defined as the set \( S_i \subset V \), where the nodes in \( S_i \) are interconnected to a greater extent than with the rest of the graph. Calculations of modularity require a pre-determined division of the nodes into communities, typically found through some type of clustering algorithm. Therefore, the modularity of a graph is not uniquely determined. Given a partitioning \( \{ S_i \} \) of the nodes in a graph \( G \), the modularity of \( G \) is defined as

\[
\frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N} \left[ A_{ij} - \frac{k_i k_j}{M} \right] \delta_{ij},
\]

(2.5)

where \( \delta_{ij} \) equals 1 if \( i \) and \( j \) belongs to the same community, and 0 otherwise.

This kind of partitioning of the human brain into highly interconnected communities has not only been observed on the scale of individual neurons, but also on a larger scale of specialized brain regions considered with brain imaging techniques like MRI.[26]
2. Theory

2.2.4 Small-worldness

The concept of small-worldness is somewhat more diffuse than what has been discussed so far. In a network exhibiting small-world properties, most nodes are not connected to each other. However, every node can be reached from any other node with a small number of intermediate steps. In a small-world network, any two neighbors of a node have a high probability of being neighbors themselves. In terms of graph measures, these properties are characterized by high levels of clustering and short average path lengths.

There are many different ways of quantifying these characteristics in a network. Most of them are based on comparing the network to random graphs with the same size and density. In this thesis small-worldness of a graph $G$ is defined as

$$\sigma_{sw} = \frac{C}{C_r} \frac{L}{L_r},$$

where $C$ and $C_r$ are the average clustering coefficients of $G$ and a random graph respectively, while $L$ and $L_r$ denote the characteristic path lengths of the same graphs. The characteristic path length of a graph is the average length of all shortest paths.

The property of small-worldness is one of the main characteristics observed in human brain networks, and is assumed to be crucial for healthy brain function.[29]

2.3 Convolutions in the graph domain

Classical convolutions as performed in a CNN only make sense given a topological space, e.g. 2D or 3D images, where the neighborhood of a pixel is naturally defined. However, for graph-structured data, different nodes might have different degrees, why it is no longer trivial to define convolutional filters that are generally applicable to all local neighborhoods in the graph. In this section we describe how spectral graph theory enables a generalization of the classical notion of a convolution, by defining convolutional filters in the Fourier domain of a graph.[23][24]

Consider a general undirected graph $G = (V, E)$, where nodes, $V \in \mathbb{R}^N$, and edges, $E \in \mathbb{R}^{M \times 2}$, are encoded in the adjacency matrix $A \in \mathbb{R}^{N \times N}$. Since $G$ is undirected, $A$ is symmetric. Also, a matrix $D$ with elements

$$D_{ij} = \begin{cases} 0 & \text{if } i \neq j \\ \sum_j A_{ij} & \text{if } i = j, \end{cases}$$

is defined as the degree matrix of $G$. For a function $f : \mathbb{R} \rightarrow \mathbb{R}$, the Fourier transform of $f$ is defined as the inner product of $f$ and $e^{2\pi i \xi x}$ as

$$\hat{f}(\xi) = \langle f(x), e^{2\pi i \xi x} \rangle = \int_{-\infty}^{\infty} f(x) e^{-2\pi i \xi x} dx,$$

where $e^{2\pi i \xi x}$ are the eigenfunctions of the one dimensional Laplace operator. In other words, the Fourier transform of $f$ is the expansion of $f$ in terms of the eigenfunctions
of the Laplace operator. Completely analogously, the graph Fourier transform of a graph signal $X \in \mathbb{R}^N$ is defined as the (spectral) coefficients of the linear expansion of $X$ in terms of the eigenvectors of the graph Laplacian. The graph Laplacian $L$ is defined as

$$ L = D - A. \quad (2.9) $$

Furthermore, a normalized graph Laplacian can be defined as

$$ L = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} = I_N - D^{-\frac{1}{2}}AD^{-\frac{1}{2}}, \quad (2.10) $$

where $I_N$ is the $N \times N$ identity matrix. From this stage on, $L$ is assumed to be normalized according to Eq. 2.10. The definition of the graph Laplacian in Eq. 2.9 can be intuitively understood. First, recall that in Euclidean space, the Laplacian of a function $f$ is defined as the divergence of the gradient of $f$, written as $\Delta f = \nabla^2 f$. In the one dimensional case this is simply the second derivative of $f$. More generally, the gradient $\nabla f$ is a vector-valued function giving the derivative of $f$ along each direction. Thus, $\Delta f$ is a scalar-valued function corresponding to the sum of the second derivatives of $f$ along each direction. In a graph, the analogue for directions is edges. The gradient of $f$ defined on a graph is then an array of differences in function value along each edge. More formally, consider a function $f(i)$ defined on the nodes of an undirected graph $G$ with edges $e_{ij} \in E$. For simplicity $G$ is assumed to be unweighted (binary). By fixating an arbitrary direction for the edges $e_{ij}$, the gradient of $f$ can be defined as

$$ \nabla f(e_{ij}) = f(i) - f(j) \in \mathbb{R}^M. \quad (2.11) $$

Let $B \in \mathbb{R}^{N \times M}$, called the incidence matrix, be defined as

$$ B_{ie} = \begin{cases} 
+1 & \text{if edge } e \text{ exits node } i \\
-1 & \text{if edge } e \text{ enters node } i \\
0 & \text{otherwise.} 
\end{cases} \quad (2.12) $$

Eq. 2.11 can then intuitively be expressed as

$$ \nabla f = B^T f. \quad (2.13) $$

If the gradient is thought of as describing flow, the divergence of $\nabla f$ can be described in an equally intuitive way. The divergence of $\nabla f$ at a node $i$ is the net flow leaving $i$. The net flow for all nodes can be calculated according to

$$ \Delta f = B \nabla f = BB^T f, \quad (2.14) $$

where $\Delta f \in \mathbb{R}^N$. Hence, a second definition of the discrete graph Laplacian has been derived as $L = BB^T$. To show that this equals the definition in Eq. 2.9, we compare the two definitions as follows. Given $L = BB^T$, element $L_{ij}$ is the scalar product of the $i^{th}$ row of $B$ with the $j^{th}$ column $B^T$. Clearly, the $j^{th}$ column of $B^T$ is equal to the $j^{th}$ row of $B$. Looking back on the definition of $B$ in Eq. 2.12, we see that $L_{ij}$ will be equal to $-1$ if and only if there is a connection from node $i$ to
node \( j \), and equal 0 otherwise. For \( i = j \), on the other hand, \( L_{ij} \) simply becomes the sum of all connections entering or exiting node \( i \). Hence, \( BB^T = D - A \).

We can immediately conclude a few things about the graph Laplacian \( L \). First of all, notice that \( L \) is invariant under the choice of edge orientation when computing the incidence matrix \( B \). Secondly, since \( L = BB^T \), \( L \) is positive semi-definite. This is important because it implies that \( L \) only has non-negative eigenvalues. Thirdly, \( L \) is singular (has at least one eigenvalue equal to zero). Since all rows in \( L \) sum to zero, any constant vector \( \vec{v} = [c, c, c, ..., c] \) \( \in \mathbb{R}^N \) must be an eigenvector of \( L \) with eigenvalue \( \lambda = 0 \). This is best understood by visualizing the graph as a network describing flow. If all nodes have the same potential, the net flow would be zero on all edges of the graph. Finally, from both definitions separately, \( L \) must be symmetric. This is one of the most important features of the graph Laplacian for the purposes of this thesis, since it allows for a definition of the graph Fourier transform in a natural way.

Since \( L \) is a symmetric matrix with only real entries, the spectral theorem tells us that it can be diagonalized by an orthogonal matrix \( U \). Hence, a spectral decomposition of \( L \) can be written as

\[
L = U \Lambda U^T, \tag{2.15}
\]

where the columns of \( U \) are the eigenvectors \( \varphi_i \) of \( L \), and \( \Lambda \) is a diagonal matrix with \( \Lambda_{ii} \) equal to the \( i \)th eigenvalue \( \lambda_i \) of \( L \). Now, for any signal \( X \in \mathbb{R}^N \) defined on the nodes of \( G \), the graph Fourier transform of \( X \) is naturally defined as

\[
\hat{X} = \langle X, \varphi_i \rangle = \sum_{i=1}^{N} X \varphi_i^* = U^T X, \tag{2.16}
\]

where \( \varphi_i^* \) denotes the conjugate transpose of \( \varphi_i \). The inverse transform is defined accordingly as

\[
X = U \hat{X}. \tag{2.17}
\]

Since convolutions in the time domain reduce to multiplication in the spectral domain, the convolution of a signal \( X \) and a filter \( g_\theta = \text{diag}(\theta) \), parameterized in Fourier space, can be defined as

\[
g_\theta * X = U g_\theta U^T X. \tag{2.18}
\]

The evaluation of Eq. 2.18 might, however, become prohibitively expensive for large scale graphs, as the decomposition of \( L \) has time complexity \( \mathcal{O}(N^3) \) for any non-approximative algorithm. A natural way to interpret \( g_\theta \) as a function of \( \Lambda \), i.e. the eigenvalues of \( L \). In Hammond et al. [23], a truncated \( K \)th order approximation was suggested as an expansion of \( g_\theta(\Lambda) \) in terms of Chebyshev polynomials \( T_k(x) \), as

\[
g_\theta(\Lambda) \approx \sum_{k=0}^{K} \theta_k T_k(\tilde{\Lambda}), \tag{2.19}
\]

where \( \Lambda \) has been rescaled to \( \tilde{\Lambda} = \frac{2}{\lambda_{\max}} \Lambda - I_N \). Here, \( \lambda_{\max} \) denotes the largest eigenvalue of \( L \). The Chebyshev polynomials \( T_k(x) \) are defined recursively as

\[
T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x), \tag{2.20}
\]
with \( T_0 = 1 \) and \( T_1 = x \). Insertion of Eq. 2.19 into Eq. 2.18 gives
\[
g_{\theta'} \ast X \approx U \left( \sum_{k=1}^{K} \theta'_k T_k(\hat{\Lambda}) \right) U^T X. \tag{2.21}
\]
Finally, by the fact that \( L^k = (U \Lambda U^T)^k = U \Lambda^k U^T \),
\[
g_{\theta'} \ast X \approx \sum_{k=1}^{K} \theta'_k T_k(\hat{L}) X, \tag{2.22}
\]
where \( \hat{L} = \frac{2}{\lambda_{\max}} L - I_N \). Since Eq. 2.22 is a \( K \)th order polynomial in \( \hat{L} \), it is a \( K \)-localized expression for convolutions of \( g_{\theta'} \) and signal \( X \) [23] The time complexity of Eq. 2.22 is \( \mathcal{O}(M) \), i.e. it is linear with respect to the number of edges in \( G \).[18]

### 2.3.1 Layer-wise propagation rule

Following the work outlined by Kipf et al.[18], we define a linear layer-wise propagation rule for a GCN. The linearity comes from the fact that the layer-wise convolution is limited to \( K = 1 \), i.e. Eq. 2.22 becomes a linear function with respect to \( L \). This linearity allows for deeper models, which can improve the modeling capacity in a wide variety of domains. With \( K = 1 \), Eq. 2.22 is reduced to
\[
g_{\theta'} \ast X \approx \theta'_0 X + \theta'_1 \left( \frac{2}{\lambda_{\max}} L - I_N \right) X . \tag{2.23}
\]
To simplify things further, the largest eigenvalue of \( L \) is fixed at \( \lambda_{\max} = 2 \). This only changes the scale, and it is thus reasonable to assume that the network parameters will be able to adapt to this change during training. Hence,
\[
g_{\theta'} \ast X \approx \theta'_0 X + \theta'_1 (L - I_N) X = \theta'_0 X - \theta'_1 D^{-\frac{1}{2}} AD^{-\frac{1}{2}} X . \tag{2.24}
\]
Further reduction of the number of parameters is done by the introduction of a single filter parameter \( \theta = \theta'_0 = -\theta'_1 \). Resulting in the approximation
\[
g_{\theta'} \ast X \approx \theta \left( I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \right) X . \tag{2.25}
\]
The factor \( I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \) has eigenvalues in range the \([0, 2]\). Building a multi-layer convolutional neural network based on this propagation rule can lead to problems with exploding or vanishing gradients during backpropagation. To remedy this, a renormalization trick is introduced,
\[
I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \rightarrow \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}}, \tag{2.26}
\]
where \( \tilde{A} = A + I_N \) and \( \tilde{D}_{ii} = \sum_j \tilde{A}_{ij} \). By generalizing Eq. 2.25 to a signal \( X \in \mathbb{R}^{N \times F} \) and a layer with \( C \) convolutional filters, the following layer-wise propagation rule is defined:
\[
H = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W \right), \tag{2.27}
\]
where \( W \in \mathbb{R}^{F \times C} \) is a matrix of filter parameters, \( H \in \mathbb{R}^{N \times C} \) is the convolved signal matrix, and \( \sigma \) is any element-wise applied activation function.
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As described in Kipf et al.[17], a featureless propagation rule can be established by replacing $X$ with the identity matrix $I$. Eq. 2.27 thus reduces to

$$H' = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} W \right).$$  \hspace{1cm} (2.28)

In contrast to the standard GCN, where filters in $W$ are applied to node specific feature vectors, i.e. rows in $X$, it becomes apparent that filters are now instead applied directly to the normalized adjacency matrix. This is a fundamental difference between a featureless GCN and a standard GCN. For isomorphic graphs, the standard GCN will always produce the same set of filtered feature vectors, regardless of adjacency matrix representation. This is not the case for a featureless GCN however, as no feature vectors are present. Instead, "feature vectors" correspond to rows in the adjacency matrix. As isomorphic graphs can have different adjacency matrix representations, filters will no longer produce the same set of "filtered feature vectors".
In this chapter, integral parts of the data simulation and network architectures are broken down to the essentials and reviewed. Both simulated and experimental data were used to investigate the potential and limitation of GCNs, specifically the applicability of GCNs for classification of undirected brain graphs by means of supervised learning. Throughout all GCN implementations, no explicit graph features were given as input to the networks.

The first experiment involved simulated binary graphs. The main purpose of this experiment was to investigate the performance of GCNs on the task of learning from unordered graph data.

The second experiment involved weighted graphs generated from AD patient data derived from MRI. Data from a single patient contained recordings of cortical thickness values of 68 labeled brain regions. The purpose of this experiment was to investigate structural differences in brain graphs derived from either a healthy control group or a group of AD patients.

All network implementations were done in Python using Tensorflow[32].

### 3.1 Simulated data

Two different approaches were tested on the simulated data. A featureless approach, see Eq. 2.28, as well as a semi-featureless approach where a matrix of ones was used as input, see 2.27. The latter will be referred to as dummy features. This way, filters can still be applied to a "feature matrix", without having to rely on graph-specific feature matrices.

Two-class classification was performed on simulated graphs consisting of 100 nodes. Each sample graph was simulated by imposing graph structures commonly observed in the human brain. By imposing different structure to the two classes, the ability of GCNs to separate them was explored.
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3.1.1 Graph simulation procedure

All samples were initialized as identical small-world graphs using the Watts-Strogatz small-world model\cite{Watts1998} with zero rewiring probability. Small-world structure is frequently observed in a wide range of human brain graphs, and is vital for healthy brain function.\cite{Bullmore2009}\cite{Rubinov2010} An intuitive way to visualize a small-world graph is to imagine the nodes in a ring lattice, where each node is connected to its $k$ nearest neighbours, see Fig. 3.1. Throughout all simulations, we choose $k = 4$. As all graphs considered were undirected, they initially contained 200 edges.

![Initial Watts-Strogatz small-world graph. Each node is connected to its 4 nearest neighbors in the ring lattice.](image)

The two classes were differentiated by class-specific parameters. These parameters defined a probability distribution over different ways of adding new edges. Edges could be added in one out of four ways: By preferential attachment, by completing triangles, by forming communities, or by adding random connections. Four hundred additional edges were added sequentially to each sample. For each new edge to be added, one of the four ways was selected independently at random from the probability distribution by means of roulette wheel selection. The probability distributions for each class were generated randomly. We now proceed to describe these four ways in detail.

**Adding edges with preferential attachment**

A random source node $s$ was selected with a probability proportional to its degree. A random target node $t$ was then chosen uniformly at random from the set of nodes not already connected to $s$. Since nodes with a high degree have a high probability of being selected, adding multiple edges this way will eventually result in the formation of hubs, see Fig. 3.2.

In terms of graph measures, adding edges with preferential attachment will affect various indicators of centrality, e.g. degree centrality and betweenness centrality, see Section 2.2.1.
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Figure 3.2: Increasing the centrality of certain nodes (blue edges).

Completing triangles

A random source node $s$ was selected from the set of all nodes $V$. A target node $t$ was then selected randomly from the set $T \subset V$, where $T$ is the set of all nodes two edges away from $s$, such that $t \notin N_s$. In other words, $T$ is the set of all nodes that together with $s$ constitute end nodes of an open triplet. Notice that by adding edge $(s, t)$ to $E$, more than one open triplet might be closed at the same time, see Fig. 3.3.

By completing more and more triangles this way, local clustering and transitivity in the graph were increased, see Section 2.2.2.

Figure 3.3: Increasing clustering and network transitivity (red edges).

Forming communities

Nodes were partitioned into five distinct subsets, $S_i$, of equal size. When forming communities, a subset $S_i$ was chosen at random, from which both source node $s$ and target node $t \in S_i \setminus N_s$ were randomly chosen, see Fig. 3.4.

By adding more and more edges this way, distinct communities will start to form, thus increasing the modularity, see Section 2.2.3.
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**Figure 3.4:** Increasing the modularity of the network (green edges).

**Adding random connections**

A source node $s$ as well as a target node $t$ was selected at random from the complete set of nodes $V$. The only restriction was that $t \notin N_s$, see Fig. 3.5.

By adding random connections, additional irregularity was introduced to the graphs. This also served as a way of adding noise to the data.

**Figure 3.5:** Increasing the stochasticity in the network (purple edges).

A pseudo code summary describing the process of generating a data set of simulated graphs is found in Alg. 1. A data set consisted of two classes with distinct class parameters. Ten thousand sample graphs were generated for each class separately. We chose to investigate graphs with 100 nodes and 600 edges as this resulted in densities observed in human brain graphs.[34][35][36]

3.1.1.1 **Shuffling of node ordering**

Because of the way samples were generated, graph structures are noticeable in the adjacency matrices. Even though each sample graph was generated independently, certain structures such as modularity and small-worldness followed a coherent indexation, see Fig. 3.6. As the main purpose of the experiments on simulated data was to investigate the performance of GCNs for the task of learning from unordered graph data, the node ordering of each sample graph was shuffled independently. By
### Algorithm 1: Generation of a data set of simulated graphs.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>for each class</strong> do</td>
</tr>
<tr>
<td>2</td>
<td>sample class parameters $P$ randomly</td>
</tr>
<tr>
<td>3</td>
<td><strong>for each sample graph</strong> do</td>
</tr>
<tr>
<td>4</td>
<td>generate Watts-Strogatz small-world network $S$</td>
</tr>
<tr>
<td>5</td>
<td><strong>for each new edge</strong> do</td>
</tr>
<tr>
<td>6</td>
<td>select rule from $P$ using roulette-wheel selection</td>
</tr>
<tr>
<td>7</td>
<td>add a new edge to $S$ according to selected rule</td>
</tr>
<tr>
<td>8</td>
<td>end</td>
</tr>
<tr>
<td>9</td>
<td>end</td>
</tr>
<tr>
<td>10</td>
<td>end</td>
</tr>
</tbody>
</table>

Shuffling the node order, any notion of node labeling is effectively gone, leaving only the actual graph structures intact.

**Figure 3.6:** Example of adjacency matrix representations of a simulated graph before and after shuffling of node ordering.

(a) Before shuffling there are five detectable communities, one hub (node 30) and a small-world structure. The Watts-Strogatz small-world structure is indicated by the diagonal lines above and below the main diagonal.

(b) After shuffling all structure is obscured except for the hub. Note, however, that the hub has received a new indexation in the matrix.

### 3.2 Experimental data

Two-class classification was also performed on experimental data derived from MRI. The classification was performed using a featureless GCN, i.e. the feature matrix was replaced by the identity matrix, see Eq. 2.28.

The experimental data consisted of cortical thickness values in 68 cortical regions from the Desikan atlas[1]. Cortical thickness values were recorded for three groups of AD patients labeled according to disease progression, as well as for a healthy control group of 110 patients. The AD patients included 57 patients labeled mild,
238 patients labeled *medium* and 115 patients labeled *severe*. The three groups of AD patients were combined to form a single class. Thus, no distinction was made in terms of disease progression for the AD patients. Classification was therefore performed on the two classes of subjects, the control class, and the AD class.

Under the assumption that the cortical thickness is related to connectivity, sample graphs were generated by means of correlation between cortical regions. The correlation was calculated on sampled subsets of each of the two classes separately. These subsets will be referred to as sampled *cohorts*.

### 3.2.1 Sampling cohorts

The patients were split into three batches, where 40% of the control class and AD patient class was reserved for training, 30% was reserved for validation and 30% was reserved for testing. This was done before any cohorts were sampled, see Fig. 3.7. Note that the ratios between splits in Fig. 3.7 are only figurative.

![Figure 3.7: Splitting subjects into training, validation and test batches. Each subject contains recordings of the cortical thickness in 68 labeled cortical regions.](image)

For each of the three batches, cohorts were sampled from the control group and AD patient group separately, see Fig. 3.8. Each cohort consisted of ten randomly sampled subjects. Cohorts were sampled with replacement, i.e. subjects were allowed to appear in more than one cohort.
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Figure 3.8: Example of two cohorts extracted, one from each patient group. No single subject was allowed to appear more than once in the same cohort.

3.2.2 Constructing adjacency matrices from cohorts

For each sampled cohort, the Pearson correlation coefficient,

$$\rho_{ij} = \frac{\text{cov}(i, j)}{\sigma_i \sigma_j},$$

was calculated between all pairs of cortical regions $i$ and $j$. The correlation coefficients were used to indicate the strength of connections between cortical regions, represented in an adjacency matrix with elements

$$A_{ij} = \begin{cases} 
|\rho_{ij}| & \text{if } i \neq j \\
0 & \text{if } i = j.
\end{cases}$$

The elements in $A$ were taken as the absolute value of $\rho_{ij}$, i.e. positive and a negative correlation between two brain regions were treated as equally strong indicators of connectivity.

Two sample adjacency matrices are presented in Fig 3.9. These adjacency matrices no longer constitute representations of brain graphs on an individual level, but are instead estimations of the connectivity in the 'collective brain' of an entire group of individuals.

Separate training, validation and test sets were constructed. The training set consisted of 25,000 adjacency matrices generated from each class. Both the validation and test set consisted of 5,000 adjacency matrices from each class respectively. The complete process is described in Alg. 2.
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**Figure 3.9:** Example heat maps of adjacency matrices based on correlation.

(a) A random sample from the healthy control group.  
(b) A random sample from the AD patient group.

**Algorithm 2:** Generation of a data set from cortical thickness data.

1. randomly split subjects into training, validation and test batches
2. for each batch do
3.     for each class do
4.         for each cohort do
5.             extract cohort of 10 random subjects from the class
6.             generate correlation matrix $\rho$ from extracted cohort
7.             set diagonal elements in $\rho$ to zero
8.             save sample as $|\rho|$  
9.         end
10.     end
11. end

### 3.3 Network architectures

The GCNs considered in this thesis can be seen as composite networks of modules: a **graph convolutional module**, a **1D-convolutional module** and a **sorting module**, see Section. 3.3.1. By the inclusion and removal of modules, three different GCN architectures were implemented that we label: *GCN-base*, *GCN-conv*, *GCN-sort*. For baseline comparisons, we also performed experiments using a **Fully Connected Feedforward Neural Network** (FFNN). The output of all implemented networks was a $2 \times 1$-vector corresponding to one-hot encodings of class predictions.
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3.3.1 Network modules

Three stand-alone modules were used as building blocks for all implemented GCNs. In this section, individual schematics are presented and reviewed for each module.

3.3.1.1 Graph convolutional module

The graph convolutional module consisted of four hyperbolic tangent graph convolutional layers (GC-layers), where the output of each GC-layer was concatenated into a single matrix of multi-scale nodal feature embeddings.[25][24] The propagation rule of a GC-layer is given in Eq. 2.27. For GC-layer \( i \), the output \( H_i \) is passed as input to the subsequent GC-layer

\[
H_{i+1} = \sigma \left( \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} H_i W \right).
\]

In each GC-layer, spectral filters are applied to local neighborhoods of nodes in the graph. The output \( H_1 \) of the first GC-layer thus contains information on the 1-hop neighborhoods of all nodes. As the output \( H_i \) of each GC-layer is passed as input to the next, \( H_i \) will effectively contain information on the \( i \)-hop neighborhoods of all nodes. Thus, by stacking multiple GC-layers on top of one another, we effectively convolve local neighborhoods on increasing sub-scales.[25]

![Figure 3.10: Graph convolutional module](image)

**Figure 3.10:** Graph convolutional module: The module consists of four graph convolutional layers, where the output \( H_i \) of each layer is passed as input to the next. All outputs \( H_i \) are concatenated into a single matrix of multi-scale nodal feature embeddings, which is the output of the module.

3.3.1.2 1D-convolutional module

The 1D-convolutional module consisted of a single 1D-convolutional layer followed by Max pooling. The 1D-convolutional layer consisted of 16 filters with ReLU activations. Convolutions were performed node-wise, i.e. the stride and window size were set such that each filter outputted a single scalar value for each node’s respective feature embedding. This was followed by Max pooling with a window size of \( 2 \times 1 \), thus reducing the size by a factor two, see Fig. 3.11.
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Figure 3.11: 1D-convolutional module: The matrix of multi-scale feature embeddings is reshaped to a one dimensional array by stacking the nodal feature arrays on top of one another. 1D-convolutional filters are then applied to nodal feature embeddings individually, i.e. filters are not applied between nodes. This is followed by a $2 \times 1$ Max pooling.

3.3.1.3 Sorting module

In the sorting module, the node ordering, i.e the row indexation in the matrix of nodal feature embeddings, was rearranged with respect to a single feature, see Fig. 3.12. In Zhang et al.[25], sorting was introduced to produce a consistent node ordering in the matrix of nodal feature embeddings. This increases subsequent layers ability to generalize from a fixed node ordering. After sorting, only the row indexation in the feature matrix has changed.

Figure 3.12: Sorting module: The matrix of multi-scale feature embeddings is sorted with respect to a single feature (highlighted in purple). The dashed rectangles represent the feature embedding for an individual node.
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3.3.2 FFNN

The FFNN was composed of a single fully connected softmax layer with two output neurons, see Fig. 3.13. As no increase in generalization for deeper models was observed, no hidden layers were used. For details on network parameters in the implemented FFNN, see Tab. B.4 & B.1 in Appendix B.

Figure 3.13: Architecture of FFNN: The adjacency matrix is passed directly to a fully connected output layer with two softmax neurons.

3.3.3 GCN-base

The GCN-base was composed of a single graph convolutional module, see Fig. 3.10. The concatenated feature matrix was passed directly to a fully connected output layer with two softmax neurons, see Fig. 3.14. For details on network parameters, see Tab. B.5 & B.2 in Appendix B.

Figure 3.14: Schematic architecture of the GCN-base network.

3.3.4 GCN-conv

GCN-conv has the same network architecture as GCN-base, with the addition of a 1D-convolutional module, see Fig. 3.11. The output from the 1D-convolutional module was passed to a fully connected output layer with two softmax neurons, see Fig. 3.15. For details on network parameters, see Tab. B.7 & B.3 in Appendix B.
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Figure 3.15: Schematic architecture of the GCN-conv network.

3.3.5 GCN-sort

GCN-sort has the same network architecture as GCN-conv, with the addition of a sorting module, see Fig. 3.12. The sorted feature matrix was passed to a 1D-convolutional module, followed by a fully connected output layer with two softmax neurons, see Fig. 3.16. For details on network parameters, see Tab. B.7 in Appendix B.

Figure 3.16: Schematic architecture of the GCN-sort network.
4 Results

For the task of classifying the simulated brain graphs, see Section 3.1, five different ANNs were tested and compared. Tests performed using the GCN-base network and the GCN-conv network only included the featureless approach, see Eq. 2.28. For the GCN-sort network, tests performed also included a semi-featureless approach, i.e. dummy features were used as input, see Eq. 2.27. This network is denoted GCN-dummy. For a baseline comparison, tests were also performed using the FFNN network. Schematics of individual network architectures are found in Section 3.3.

For the task of classifying graphs derived from the experimental data, see Section 3.2, three ANNs were tested and compared. Tests were performed using the GCN-base network, GCN-conv network and the FFNN network. For the implemented GCNs, tests were only performed using the featureless approach on the experimental data. Also, no sorting on nodal features, see Fig. 3.12, was performed as a fixed node order was imposed from the cortical regions.

Throughout, performance is measured in terms of predictive accuracy on the test sets. The loss function Binary cross-entropy was used for all networks.

4.1 Simulated Data

Ten data sets consisting of two classes each were generated according to Section 3.1. The parameter configurations defining the two classes in each data set were generated randomly, as described in Section 3.1. For each data set, two sets of class specific parameters were generated randomly. Each data set consisted of 20,000 sample graphs in total, with 10,000 samples of each class. For each class, 70% was used for training, 20% for validation and 10% for testing. All class parameters, along with class distributions for all graph measures discussed in Section 2.2, are found in Appendix A.

Tab. 4.1 presents network performance in terms of predictive accuracy on binary classification for the ten data sets of simulated graphs. The simulated graphs reflect different parameter configurations for each data set. Hence, the results in Tab. 4.1 should not be compared between different data sets, only between different network architectures. As such, any comparison between data sets has to consider
the underlying differences in graph structure. Therefore, no mean values over data sets are presented.

Table 4.1: Network performance on 10 randomly generated data sets. The networks were trained for 500 epochs on each data set. Early stopping was used with a patience of 50 epochs (enforced by validation loss). The numbers show accuracy and standard deviation for each network on the test sets, averaged over 10 runs with random splits, weight initializations and node orderings.

<table>
<thead>
<tr>
<th></th>
<th>GCN-dummy</th>
<th>GCN-sort</th>
<th>GCN-conv</th>
<th>GCN-base</th>
<th>FFNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>79.65 (±0.96)</td>
<td>90.26 (±1.31)</td>
<td><strong>91.37</strong> (±1.02)</td>
<td>84.77 (±1.37)</td>
<td>49.74 (±1.03)</td>
</tr>
<tr>
<td>D2</td>
<td>78.10 (±1.85)</td>
<td>98.88 (±0.24)</td>
<td><strong>99.08</strong> (±0.31)</td>
<td>97.97 (±0.21)</td>
<td>50.04 (±0.71)</td>
</tr>
<tr>
<td>D3</td>
<td><strong>79.75</strong> (±1.27)</td>
<td>78.95 (±1.32)</td>
<td>53.96 (±2.03)</td>
<td>51.67 (±1.16)</td>
<td>50.47 (±1.03)</td>
</tr>
<tr>
<td>D4</td>
<td>67.41 (±1.83)</td>
<td>97.50 (±0.78)</td>
<td><strong>98.11</strong> (±0.40)</td>
<td>97.96 (±0.44)</td>
<td>49.76 (±0.85)</td>
</tr>
<tr>
<td>D5</td>
<td>68.71 (±2.46)</td>
<td>92.67 (±2.01)</td>
<td><strong>94.81</strong> (±0.76)</td>
<td>92.02 (±0.67)</td>
<td>50.27 (±0.97)</td>
</tr>
<tr>
<td>D6</td>
<td>64.27 (±0.85)</td>
<td>81.55 (±3.36)</td>
<td><strong>83.05</strong> (±1.31)</td>
<td>79.76 (±1.09)</td>
<td>50.03 (±1.06)</td>
</tr>
<tr>
<td>D7</td>
<td>73.87 (±4.36)</td>
<td><strong>74.65</strong> (±1.04)</td>
<td>50.73 (±0.97)</td>
<td>50.39 (±0.61)</td>
<td>49.80 (±1.25)</td>
</tr>
<tr>
<td>D8</td>
<td>91.13 (±0.61)</td>
<td><strong>91.40</strong> (±1.37)</td>
<td>87.79 (±0.96)</td>
<td>60.07 (±8.54)</td>
<td>49.63 (±1.40)</td>
</tr>
<tr>
<td>D9</td>
<td>73.84 (±0.98)</td>
<td>88.88 (±3.17)</td>
<td><strong>91.65</strong> (±0.87)</td>
<td>87.66 (±0.59)</td>
<td>49.35 (±0.78)</td>
</tr>
<tr>
<td>D10</td>
<td>71.24 (±1.06)</td>
<td>86.47 (±0.92)</td>
<td><strong>89.41</strong> (±0.66)</td>
<td>78.73 (±0.74)</td>
<td>50.47 (±0.96)</td>
</tr>
</tbody>
</table>

All graph neural networks outperformed the FFNN network. In fact, the FFNN was never observed to perform better than random predictions on any of the simulated data sets. From Tab. 4.1, it is also clear that the addition of a convolutional module to the general GCN architecture is beneficial.

As discussed at the end of Section 2.3.1, the node order independence of the GCNs is compromised in the featureless approach. However, the featureless GCNs are still able to construct nodal feature embeddings separable in Euclidian space.

Node sorting turned out to be imperative to distinguish the classes in Data sets D3 and D7. This is presumably explained by a significant overlap between classes in all graph measure distributions investigated, see Fig. A.3 & A.7 in Appendix A. However, differences in extreme values for the centrality measures between classes were observed. This could indicate that differences in local node measures between classes are harder to detect with an arbitrary node ordering, whereas global attributes are less dependent on node ordering. Even though GCN-sort outperformed GCN-dummy on most of the simulated data sets, it is not entirely clear from Tab. 4.1 whether dummy features are worth pursuing or not. In Fig. 4.1, box plots of test scores for individual runs on data set D3 and D7 are presented for the two networks that implemented sorting. We see that on D3 and D7, the node order independence of GCN-dummy generally resulted in higher test scores.
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Figure 4.1: Box plot of test scores for individual runs on data set D3 and D7 for GCN-dummy and GCN-sort.

(a) D3: On average, slightly higher test scores are observed for GCN-dummy.

(b) D7: Without the one outlier, GCN-dummy, on average, achieves higher test scores.

4.2 Experimental data

Network performance was evaluated on ten data sets generated according to Section 3.2. Each data set was generated from different random splits of the subjects into training, validation and test batches, where 40% of the subjects was reserved for training, 30% for validation and 30% for testing. From the training batch, 25,000 sample graphs were generated for each patient class. From the validation and test batch respectively, 5,000 sample graphs were generated for each class.

Network performance on the AD patient data, evaluated over ten random 40/30/30 training/validation/test splits, is presented in Tab. 4.2. The box plot in Fig. 4.2 displays a concise summary of the same results.

Figure 4.2: Box plot of average test scores for all network architectures on the AD patient data.
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Table 4.2: Network performance presented on 10 random splits of all patients with Alzheimer’s disease (severe+medium+mild) vs Control. Networks were trained for a maximum of 500 epochs, implemented with early stopping with a patience of 10 epochs (enforced by validation loss). Fifty percent dropout was used between consecutive layers in the training. The numbers show accuracy and standard deviation for each network on the test sets, averaged over 10 runs with random weight initializations.

<table>
<thead>
<tr>
<th></th>
<th>GCN-conv</th>
<th>GCN-base</th>
<th>FFNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split 1</td>
<td>69.77 (±2.24)</td>
<td>68.86 (±2.83)</td>
<td>61.89 (±3.31)</td>
</tr>
<tr>
<td>Split 2</td>
<td>74.39 (±3.10)</td>
<td>74.76 (±4.81)</td>
<td>59.37 (±3.55)</td>
</tr>
<tr>
<td>Split 3</td>
<td>77.35 (±3.80)</td>
<td>72.99 (±3.61)</td>
<td>69.04 (±3.39)</td>
</tr>
<tr>
<td>Split 4</td>
<td>78.79 (±4.17)</td>
<td>77.70 (±3.16)</td>
<td>66.27 (±3.10)</td>
</tr>
<tr>
<td>Split 5</td>
<td>86.18 (±2.65)</td>
<td>86.83 (±2.73)</td>
<td>74.65 (±6.43)</td>
</tr>
<tr>
<td>Split 6</td>
<td>79.97 (±3.14)</td>
<td>80.60 (±2.98)</td>
<td>67.59 (±6.19)</td>
</tr>
<tr>
<td>Split 7</td>
<td>88.34 (±4.07)</td>
<td>92.25 (±2.57)</td>
<td>76.46 (±8.34)</td>
</tr>
<tr>
<td>Split 8</td>
<td>72.43 (±6.03)</td>
<td>73.11 (±3.64)</td>
<td>62.47 (±8.86)</td>
</tr>
<tr>
<td>Split 9</td>
<td>62.38 (±3.69)</td>
<td>62.20 (±3.99)</td>
<td>51.44 (±1.11)</td>
</tr>
<tr>
<td>Split 10</td>
<td>73.53 (±2.95)</td>
<td>72.42 (±3.99)</td>
<td>59.57 (±3.25)</td>
</tr>
<tr>
<td>Total</td>
<td>76.31 (±7.65)</td>
<td>76.17 (±8.68)</td>
<td>64.88 (±7.53)</td>
</tr>
</tbody>
</table>

The GCN-base and GCN-conv networks outperformed the FFNN network for all splits. No significant between GCN-base and GCN-conv in average accuracy over all ten splits was observed, which suggest that the added complexity of a convolutional module may be unnecessary for the AD patient data.

Experiments performed on the AD patient data were mostly consistent with those performed on the simulated data, see Tab. 4.1. The main difference compared to the simulated data is that the FFNN performs better on the AD patient data. This is expected since the order of nodes is fixed, which is central for the FFNN network’s ability to learn general patterns in the data, see Section 4.1.

The trained networks displayed a bias towards predicting class 2, as shown in Tab. 4.3. This tendency was observed for most splits. The FFNN network was particulary biased, which resulted in a significant number of subjects from the healthy control group being falsely classified as AD patients. Although the same tendency was observed for the GCN-base and GCN-conv networks, it was to a lesser degree. Split 7 stand out, in that the bias towards class 2 is no longer evident for the GCN-base and GCN-conv networks, see Tab. 4.4. This reflects the difference in strategy between GCNs and the FFNN, as the bias is still apparent for the FFNN network. Note that split 7 also produced the best overall accuracy for all of the tested ANNs, see 4.2.

There is considerable variance in performance ability between different splits, indicative of generalization difficulties for some splits. This could be due to the limited amount of subjects in the AD patient data. This was corroborated by the fact that an increase in the number of subjects used for training resulted in higher valida-
**Table 4.3:** Confusion matrices on predictions for split 5. Class 1 corresponds to samples generated from the healthy control group, and class 2 to samples from the combined set of all AD patients.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>2590.6</td>
<td>2409.4</td>
</tr>
<tr>
<td>Class 2</td>
<td>125.3</td>
<td>4874.7</td>
</tr>
</tbody>
</table>

(a) FFNN predictions.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>3882.4</td>
<td>1117.6</td>
</tr>
<tr>
<td>Class 2</td>
<td>199.1</td>
<td>4800.9</td>
</tr>
</tbody>
</table>

(b) GCN-base predictions.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>3866.1</td>
<td>1133.9</td>
</tr>
<tr>
<td>Class 2</td>
<td>248.4</td>
<td>4751.6</td>
</tr>
</tbody>
</table>

(c) GCN-conv predictions.

**Table 4.4:** Confusion matrices on predictions for split 7. Class 1 corresponds to samples generated from the healthy control group, and class 2 to samples from the combined set of all AD patients.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>2915.9</td>
<td>2084.1</td>
</tr>
<tr>
<td>Class 2</td>
<td>269.6</td>
<td>4730.4</td>
</tr>
</tbody>
</table>

(a) FFNN predictions.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>4666.9</td>
<td>333.1</td>
</tr>
<tr>
<td>Class 2</td>
<td>442</td>
<td>4558</td>
</tr>
</tbody>
</table>

(b) GCN-base predictions.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Predicted 1</th>
<th>Predicted 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>4381.4</td>
<td>618</td>
</tr>
<tr>
<td>Class 2</td>
<td>547.6</td>
<td>4452.4</td>
</tr>
</tbody>
</table>

(c) GCN-conv predictions.

4. Results

Accuracy accuracies. A 70/30 split of subjects into training and validation was used to investigate the progression of training and validation accuracy during training. In general, considerably higher validation accuracies were recorded for the 70/30 splits than for a 40/30/30 split, see Fig. 4.3. Typically, a validation accuracy around 90% was reached. This indicates that the accuracy in Tab. 4.2 is sub-optimal due to the limited amount of subjects in the AD patient data. The 70/30 split was problematic for evaluation of network performance, since no separate test set was available. As such, no performance is presented for 70/30 splits, except for the characteristic learning curves in Fig. 4.3.
4. Results

**Figure 4.3:** Network performance of a training session for a 70/30 split of subject into training and validation. Dropout with a factor of 0.5 and L2-regularization with a regularization rate of 1e-4 was applied to every layer in the networks in an attempt to reduce the risk of overfitting.

(a) Training and validation loss progression for 100 epochs.

(b) Training and validation accuracy progression for 100 epochs.
5 Discussion

The main focus of this thesis is classification of brain graphs using GCNs. The capabilities of GCNs are wholly dependent on the existence of structural differences between classes of brain graphs. Given the existence of structural differences, they should be detectable in graph measures. This was observed in a lot of the presented distributions of graph measures for the simulated data in Appendix A. However, it can be difficult to know which graph measures to look for. Also, classification by means of graph measures possibly require complex combinations of multiple graph measures, why it is not always easy to hand pick which measures to analyze. Artificial neural networks show great potential on such tasks, and this was also observed in the distributions in Appendix A. Especially in Fig. A.3 & A.7, where separation of classes based on graph measures seems daunting due to the major overlap in all presented graph measures. Still, GCNs were able to perform separation to a high degree.

Regarding how GCNs are able to classify graphs, a comparison with image recognition using regular CNNs is appropriate. First we want to highlight the fact that a shuffling of node ordering does not imply random permutations of elements in the adjacency matrix, only a reordering of rows and corresponding columns. Secondly, as suggested in Section 2.3, the meaning of a neighborhood in a graph is information on connections for individual nodes, i.e. rows in the adjacency matrix. Therefore a shuffling of node order only implies a shuffling of neighborhoods. For an image this corresponds to a reordering of areas in an image and not a random permutation of pixels. In a sense, a GCN is therefore able to recognize graphs with an arbitrary node ordering in the same way as a regular CNN is able to recognize a cat, regardless of location in an image.

For both the simulated and the experimental data, we chose to present results as averages over ten training sessions. The networks were mostly robust between training sessions on the simulated data, as observed in the small standard deviations in Tab. 4.1. This was not the case for the experimental data, where substantially higher standard deviations were observed, see Tab. 4.2. As previously discussed, the large variance in accuracy between splits presumably stems from the limited amount of patient data. However, there is also variance in the results of individual splits. Since only ten training sessions were performed due to time limitations, a question of statistical reliability of the results therefore exist. Combined with the
fact that the networks have to be considered somewhat unoptimized, the differences in predictive ability, or lack thereof, between GCN-conv and GCN-base is not fully investigated. This argumentation is also valid for the simulated data, although to a lesser degree, since the observed variance within individual data sets was much smaller.

Highlighted by the difference in predictive ability of the GCNs on the simulated data sets as well as for the experimental data, different graph structures present unique problems in terms of class separation. Graphs are also a very general data structure, why problems involving graphs covers a wide range of different areas. In much the same way as analysis of time series and image recognition benefits from different artificial neural network architectures, e.g. recurrent neural networks and convolutional neural networks, different graph neural network architectures are advantageous for different tasks on graph-structured data. As such, GCNs should not be viewed as a magical black box that can solve any problem involving graph-structured data, but one of many methods available when performing analysis on graphs.

A brief interpretation of the effects of stacking multiple graph convolutional layers was given in Section 3.3.1.1, where it was stated that each successive graph convolutional layer performs convolutions on larger and larger sub-scales. For clarification, this does not mean that the neighborhood of a node is expanded to include more nodes, the neighborhoods are fixed. What it does imply however is that the output from a graph convolutional layer contains information not only of a single node but of the entire neighborhood of that node. This output is passed on as a feature matrix to the following graph convolutional layer and so on. This brings forth a reasonable tactic of how to chose the number of graph convolutional layers in a model. Assume that the investigated graphs have characteristic path lengths of $k$. In using $k$ consecutive graph convolutional layers, the last layer in the model will perform convolutions on information in approximately the entire graph. The choice of four graph convolutional layers was made by repeated testing on the simulated data, as no apparent increase in performance was observed when adding more layers. This could indicate that characteristic path lengths can be used to determine the number of graph convolutional layers utilized in a GCN, as the simulated data typically had characteristic path lengths of two to three. As this claim is only verified for the aforementioned simulated data, this is only a speculation on our part.

In terms of scalability, GCNs potentially have an advantage over fully connected neural networks. Where fully connected, deep neural networks with large input graphs quickly grows in terms of number of neurons, GCNs map graphs to an embedded space prior to the final separation done in a fully connected layer. As the classification step in GCNs, i.e. the final fully connected layer, is applied to embeddings of the graph, the number of neurons needed is proportional to the dimension of the embedded space, which can be much less than for a fully connected neural network with a minimum of $N^2$ neurons. This can drastically reduce time consumption as well as memory usage. However, the one dimensional convolutions used for the GCN-conv, GCN-sort and GCN-dummy can be time consuming, why there is
5. Discussion

A potential problem with scalability. That said, the one dimensional convolutions are also performed in the embedded space and not applied to the adjacency matrix. Hence, if classes of graphs can be separated in a low dimensional embedded space, convolutions will not be overly expensive.

Only the featureless GCN approach and a novel approach using dummy features were investigated in this thesis. This was done for two reasons: To let the networks themselves extract meaningful embeddings, and to reduce bias in the simulated data. The bias comes from the fact that we had knowledge of how the simulated graphs differed, why graph-specific features that best separate the examined classes could have been given. This would be inherently biased, and not a test on how well GCNs are able to classify graph-structured data.

In the brief review of differences between a featureless GCN and a regular GCN, found in the last paragraph of Section 2.3.1, the featureless approach was established to have the drawback of mapping isomorphic graphs to different sets of embeddings. This was a concern when shuffling the ordering of sample graphs in the simulated data, and the motivation behind the use of dummy features. However, our results indicate that the GCNs were still able to produce relevant and separable embeddings for classification tasks on graphs.

It is not evident if the use of dummy features was beneficial or not. GCN-dummy resulted in the highest test score for data set 3, and was observed to outperform GCN-conv and GCN-base for data sets 7 & 8, see Tab. 4.1. However, the difference in test scores between GCN-dummy and GCN-sort for the aforementioned data sets are small, why it is reasonable to assume that the sorting trick (also implemented for the GCN-dummy) was the major contributor to the high test scores for classification on data sets 3, 7 & 8. That said, when removing an outlier in the results for data set 7, GCN-dummy was observed to perform better that GCN-sort for that data set also, which suggest an advantage in using dummy features for problems of a specific nature, see Fig. 4.1. In feeding dummy features to the GCNs, the network is guaranteed to produce the same set of embeddings for isomorphic graphs. This property is undoubtedly useful in classification tasks. At the same time, dummy features were in general observed to produce low test scores for most of the simulated data sets, why there are apparent drawbacks with using dummy features. A probable reason for the low test scores of GCN-dummy is the fact that every node has an initial feature vector of ones, why the multiplication of the adjacency matrix by the dummy feature matrix results in normalized node degree vectors of sorts. This could influence the network to be biased towards separation based on degree, and downplay differences in other important graph structures present.

There are two major differences between the simulated brain graphs and the graphs derived from the experimental data. Firstly, the simulated graphs were sparse, in the sense that the number of edges included is considerably less than the maximum number of edges possible in the graph, whereas graphs derived from experimental data were generally complete, i.e. all pairs of nodes were connected. Secondly the simulated graphs were binary, in contrast to the graphs derived from the experi-
mental data which were weighted. We see potential problems with applying GCNs to dense graphs as convolutions performed in the graph domain will include almost all nodes in the entire graph. This could lead to local information being blurred out, since convolutions are performed over more or less the same neighborhood for all nodes. This effect is lessened by the fact that the dense graphs derived from the experimental data are weighted. As such, even though the neighborhood of all nodes are equal, the strength of connections will vary. It would be interesting to investigate whether an increase in test accuracy could be achieved for the experimental data by binarization of the adjacency matrices. For instance, this could be done by the introduction of a threshold parameter, inferring binary edges if and only if the correlation between two cortical regions was stronger than the threshold value. This would serve as an initial filter on the experimental data, and lead to graphs more alike to the simulated graphs. On a positive side, noise would be removed and graph structures could be more easily detectable, but on a negative side, descriptive information could potentially be lost. Due to time limits, this was only briefly investigated, and no increase in the predictive ability for the GCNs was observed. We can therefore only speculate if higher accuracies could have been reached by tweaking the threshold parameter.

All samples of simulated graphs were equally dense, i.e. they had the same number of edges. This was important since we wanted the GCNs to perform classification on structures other than degree distribution. As an example, consider two graphs that are separable by simple summation of non-zero elements in the respective adjacency matrices. Firstly, the need for a GCN to perform classification is unnecessary, since separation is easily accomplished by hand. Secondly, tests performed on graphs that differed in density resulted in extremely high accuracies for both the GCNs and the fully connected neural networks after only a couple of training epochs. By keeping the density constant for all classes, the neural networks were forced to consider graph structures other than density present in the data.

The shuffling of node order, performed on the simulated data, was motivated by the fact that we did not want the artificial neural networks to perform classification based on index specific values. As an example, if nodes constituting communities such as those present in Fig. 3.6a always have the same fixed indices, an ANN would be compelled to only look for community structure on nodes sharing that same indexation. In order to constrain the ANNs to learn graph structure, a random permutation of node ordering was assigned to each sample. By shuffling the node order, any notion of node labeling is effectively gone, leaving only the actual graph structures intact. As such, GCNs are more likely to recognize the adjacency matrices in Fig. 3.6 as isomorphic graphs, even though index specific values are considerably different.

In Section 2.3.1, the featureless GCN approach was shown to be dependent of a consistent node order in order to map isomorphic graphs to the same set of values. This fact can be critical when implementing sorting. As isomorphic graphs with different adjacency matrix representations will not result in the same output embeddings, a sorting of the output will also be done differently. It is therefore not at all obvious
that sorting will lead to an increase in performance for a featureless approach. That said, a considerable increase in performance was observed in using sorting for data sets 3 & 7, see Tab. 4.1. The distributions of graph measures for these two data sets stand out in that there is significant overlap in all graph measures presented. We argue that a possible explanation of why sorting was profitable for these data sets is that differences between classes lie not on a global level, but on a nodal level. Global measures, such as transitivity and modularity, are not dependent on the ordering of nodes, why sorting does not effect the outcome. If classes differs only locally, e.g. if the maximum degree of each sample of one class is significantly higher than for the other, classification benefits from a fixed node ordering in the embedded space. Sorting can therefore be advantageous if a GCN can construct meaningful embeddings, revealing local differences. Although not entirely clear in the graph measures presented, a difference in extreme values in the centrality measures was observed in the rug plots for both data sets 3 & 7. This could indicate that GCN-sort indeed was better at recognizing differences in local measures. However, the modest differences in centrality measures can not alone explain the increase in performance for GCN-sort for these two data sets. Also, as only a selected few graph measures are presented, separation is conceivably possible in other graph measures not included in the analysis, why we can only hypothesize.

A big problem for the experimental data was the limited amount of patient recordings available. This was also verified by the fact that an increase in the number of patients included in the training set resulted in higher validation accuracies, see Fig. 4.3. The small number of patients in the experimental data also restricted the size of cohorts, why only ten subjects were included in each cohort. With more available data, the size of cohorts could be increased, resulting in more statistically reliable correlation coefficients between cortical regions in the "collective brain" of patient groups (AD and control). A significant amount of variation between cohorts from the same patient group was also observed, and the example adjacency matrices in presented in Fig. 3.9 are not representative of the full set of samples, but are presented merely to show examples of correlation between brain regions.

We also want to highlight that even though an arbitrary number of cohorts can be sampled from the set of patients, the information present in samples are inherently limited by the number of patients available. Depending on how large we select the cohorts to be, the diversity between adjacency matrices generated from aforementioned cohorts will vary. As such, the size of cohorts have a significant effect on the results. We spent little time in exploring different sizes of cohorts, and a size of ten was selected under the hypothesis that smaller sizes would be statistically unreliable, while larger would be bad for generalization. As an extreme example, all subjects put aside for training could have been included in every training cohort, resulting in identical adjacency matrices. This would most certainly lead to bad network generalization for the validation and test set.

A bias towards class two was observed in the predictions of the experimental data. Firstly we we want to stress the fact that an equal number of training samples were used for both classes, why the bias does not stem from an unfair distribution of
samples between classes. We did not have adequate time to investigate in detail where this bias comes from, why we can only speculate. One major difference between the two classes (AD and control) is the number of patients available. The control group consists of 110 patients in its entirety, whereas the combined AD patient group consists of 410 patients (57 mild, 238 medium and 115 severe). This brings forth two apparent qualities in the AD patient data. Firstly, the larger set of patients provides a basis of extracting different sample cohort to a higher degree than for the control group. Secondly, there is potentially also more diversity in the adjacency matrices derived from AD patients, as the AD patient data include patients of different disease progressions. By this reasoning, samples derived from AD patients are likely to be more spread out in the embedded space where the networks perform classification. This could make the network susceptible towards overfitting on outliers in the AD patients class and result in bad generalizability.

In combining all AD patients into a single group, a question whether samples derived from cohorts that by random happen to include many subjects in milder stages of AD are more similar to samples derived from the healthy control group is raised. This could partly explain why certain training/validation/test splits were more or less successful than others. As subjects in different stages of disease progression are included into training, validation and test by random, the loss in accuracy in some splits could be explained by the fact that certain test or training splits contain different number of subjects in the milder stages of disease progression.

Noteworthy for the experiments on the experimental data is that the GCNs does not receive any information on cortical thickness values in absolute numbers, only the connectivity between cortical regions. As differences in the overall cortical thickness values between the AD patients and the healthy control group may be present, potentially useful information is overlooked in the classification process. Whether such differences were present was however not investigated in this thesis, neither did we investigate how to incorporate information on cortical thickness values into our model networks.

In the forward propagation of the GCNs the adjacency matrix is normalized by

$$\bar{D}^{-\frac{1}{2}}\bar{A}\bar{D}^{-\frac{1}{2}},$$

see Section 2.3.1. For the simulated data, the adjacency matrices are binary, why normalization is performed on the number of connections. For the experimental data, the adjacency matrices are however weighted. The degree matrix is therefore replaced by a strength matrix, i.e. a diagonal matrix with the sum of all strengths of connections incident to each respective node. This is yet another difference between the simulated and experimental data. In normalizing the strengths of connections for the experimental data, some information of how strong cortical regions correlate to one another is lost, and it is uncertain whether this is profitable for the networks. There could be differences in the magnitude of correlations between cortical regions between AD patients and the healthy control group that gets blurred out by normalization. We did not have the time to explore alternatives or possible drawbacks of the normalization, or if the GCNs would perform better without normalization.
altogether.

The novel approach using dummy features was not explored for the experimental data. This was mostly due to the fact that a fixed node ordering could be imposed on the experimental data from labels of the cortical regions. With a fixed node ordering, all isomorphic graphs will have identical adjacency matrices, why there is no problem with filters (or weights) in the network being applied to arbitrary elements in the input matrices. As the use of dummy features were motivated by this precise fact, it seemed redundant to perform experiments using dummy features on the experimental data. Any expectation of an increase in predictive ability implementing dummy features on the experimental data was also small, since little to none improvement was observed for experiments on the simulated data.
All experiments in this thesis were based on a featureless approach, i.e. no network received any predefined graph-specific features as input. In feeding explicit graph measures as input, networks can become biased towards looking only on the specified measures. This was inherently problematic for the simulated data where a preconceived notion on how classes differed was inevitable. This is perhaps not a problem for experimental data, but a choice still has to be made on which specific features to feed to the networks. On the other hand, if a notion exist of which graph measures characterises the classes, there might not be a need to train a GCN to perform the separation in the first place. Another idea might be to instead extract features from the graphs by some statistical scheme. There are many algorithms that construct nodal embeddings based on random walks, e.g. Node2Vec[37], DeepWalk[20]. However, the use of non-deterministic methods might become problematic for supervised learning tasks, since the graph mappings are not uniquely defined. In order to utilize random walks for the generation of node features in a supervised setting, it might be necessary to design a random walk scheme that guarantees some form of convergence. That said, a GCN approach using graph-specific features for brain connectivity analysis is definitely worth exploring going forward.

We also see potential in applying GCNs to functional brain data, e.g. fMRI and EEG, for two reasons. Firstly, there are natural ways of constructing brain graphs from functional data. Analogously to the correlation-based adjacency matrices analyzed in this thesis, connections can be established on an individual level since there are multiple measurements for each distinct brain region. Secondly, given a time series, recurrent neural networks could be utilized to extract features on a nodal level, later passed as input features to a GCN. For instance, Long Short-Term Memory[38] networks have been applied to a multitude of problems involving time series data with promising results.[39] [40] GCNs have also been used for link prediction tasks with promising results.[19] [17] Applications of link prediction on brain graphs could for instance involve completion of graphs derived from measurement techniques with some uncertainty associated with them. Link prediction with GCNs could also be used to analyze a potential correlation between the structural and functional brain, or infer edges in a structural brain graph by means of analysis on the functional brain.

Another interesting approach is to include graphs derived from multiple brain imag-
ing techniques. Theoretically, many different graphs of varying sizes could be passed as input to a GCN. This could be done by combining all adjacency matrices into a single block-diagonal matrix. In doing this, no information will "move between graphs", while still including more information for the GCNs to work with.

Finally, as the focus of this thesis was not to optimize network architectures by tuning hyper-parameters, much work can be done on improving network performance in terms of absolute numbers. As such, all results in this thesis only constitute a lower bound.
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In this chapter, we present class distributions for a selection of graph measures, calculated according to Section 2.2, for the 10 simulated data sets (D1-D10) described in Section 3.1. For the local measures, i.e the centrality measures along with the local clustering coefficients, distributions are formed from individual node features. It is therefore not a distribution over samples, but a distribution over all nodes in all sample graphs combined. For each data set, we present which randomly initialized class specific parameters were used in the simulation. The four parameters, corresponding to probabilities of adding a new edge in a certain way, are denoted $p_p$ (preferential attachment), $p_t$ (completing triangles), $p_m$ (forming communities) and $p_u$ (random connections). For details on these four ways of adding edges, see Section 3.1.1. In order to make extreme values more visible, we also include a rugplot together with all distributions.
Figure A.1: Graph measure distributions for data set 1 (D1).
Class 1: $p_p = 0.314$, $p_t = 0.183$, $p_m = 0.249$, $p_u = 0.253$.
Class 2: $p_p = 0.236$, $p_t = 0.035$, $p_m = 0.459$, $p_u = 0.270$. 

(a) Degree centrality.  
(b) Betweenness centrality.  
(c) Local clustering coefficient.  
(d) Transitivity.  
(e) Modularity.  
(f) Small-worldness.  
(g) Characteristic path length.
Figure A.2: Graph measure distributions for data set 2 (D2).
Class 1: $p_p = 0.209$, $p_t = 0.394$, $p_m = 0.057$, $p_u = 0.340$.
Class 2: $p_p = 0.252$, $p_t = 0.021$, $p_m = 0.534$, $p_u = 0.270$.
Figure A.3: Graph measure distributions for data set 3 (D3).
Class 1: $p_p = 0.257$, $p_t = 0.229$, $p_m = 0.335$, $p_u = 0.178$.
Class 2: $p_p = 0.100$, $p_t = 0.281$, $p_m = 0.347$, $p_u = 0.271$. 

(a) Degree centrality.
(b) Betweenness centrality.
(c) Local clustering coefficient.
(d) Transitivity.
(e) Modularity.
(f) Small-worldness.
(g) Characteristic path length.
Figure A.4: Graph measure distributions for data set 4 (D4).
Class 1: $p_p = 0.173$, $p_t = 0.424$, $p_m = 0.365$, $p_u = 0.038$.
Class 2: $p_p = 0.114$, $p_t = 0.293$, $p_m = 0.199$, $p_u = 0.394$.

(a) Degree centrality. (b) Betweenness centrality.
(c) Local clustering coefficient. (d) Transitivity.
(e) Modularity. (f) Small-worldness.
(g) Characteristic path length.
A. Distributions of graph measures for simulated data

Figure A.5: Graph measure distributions for data set 5 (D5).
Class 1: $p_p = 0.297$, $p_t = 0.304$, $p_m = 0.259$, $p_u = 0.140$.
Class 2: $p_p = 0.409$, $p_t = 0.104$, $p_m = 0.118$, $p_u = 0.369$. 

(a) Degree centrality. (b) Betweenness centrality.
(c) Local clustering coefficient. (d) Transitivity.
(e) Modularity. (f) Small-worldness.
(g) Characteristic path length.
Figure A.6: Graph measure distributions for data set 6 (D6).
Class 1: $p_p = 0.345$, $p_t = 0.340$, $p_m = 0.245$, $p_u = 0.070$.
Class 2: $p_p = 0.332$, $p_t = 0.173$, $p_m = 0.217$, $p_u = 0.278$. 

(a) Degree centrality. 
(b) Betweenness centrality. 
(c) Local clustering coefficient. 
(d) Transitivity. 
(e) Modularity. 
(f) Small-worldness. 
(g) Characteristic path length.
A. Distributions of graph measures for simulated data

**Figure A.7:** Graph measure distributions for data set 7 (D7).

Class 1: \( p_p = 0.039, \ p_t = 0.019, \ p_m = 0.264, \ p_u = 0.678 \).

Class 2: \( p_p = 0.150, \ p_t = 0.102, \ p_m = 0.234, \ p_u = 0.514 \).

(a) Degree centrality.  
(b) Betweenness centrality.  
(c) Local clustering coefficient.  
(d) Transitivity.  
(e) Modularity.  
(f) Small-worldness.  
(g) Characteristic path length.
A. Distributions of graph measures for simulated data

Figure A.8: Graph measure distributions for data set 8 (D8).
Class 1: $p_p = 0.210$, $p_t = 0.191$, $p_m = 0.319$, $p_u = 0.279$.
Class 2: $p_p = 0.011$, $p_t = 0.043$, $p_m = 0.452$, $p_u = 0.494$.

(a) Degree centrality.  (b) Betweenness centrality.
(c) Local clustering coefficient.  (d) Transitivity.
(e) Modularity.  (f) Small-worldness.
(g) Characteristic path length.
Figure A.9: Graph measure distributions for data set 9 (D9).
Class 1: $p_p = 0.047$, $p_t = 0.478$, $p_m = 0.165$, $p_u = 0.311$.
Class 2: $p_p = 0.193$, $p_t = 0.304$, $p_m = 0.054$, $p_u = 0.449$.
A. Distributions of graph measures for simulated data

**Figure A.10:** Graph measure distributions for data set 10 (D10).
Class 1: $p_p = 0.334$, $p_l = 0.321$, $p_m = 0.293$, $p_a = 0.052$.
Class 2: $p_p = 0.363$, $p_l = 0.463$, $p_m = 0.066$, $p_a = 0.109$.

- **(a)** Degree centrality.
- **(b)** Betweenness centrality.
- **(c)** Local clustering coefficient.
- **(d)** Transitivity.
- **(e)** Modularity.
- **(f)** Small-worldness.
- **(g)** Characteristic path length.
A. Distributions of graph measures for simulated data
In this chapter, we present details on the architectures of all implemented artificial neural networks. Between the simulated and the experimental data, networks only differed due to the fact that the input graphs were of different sizes. All simulated graphs consisted of 100 nodes, whereas all graphs derived from MRI-data consisted of 68 nodes.

**Table B.1: FFNN: Experimental data.**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>9,250</td>
</tr>
</tbody>
</table>

**Table B.2: GCN-base: Experimental data.**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>1,380</td>
</tr>
<tr>
<td>2 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>3 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>4 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>5 Concatenate</td>
<td>68 ×80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6 Reshape</td>
<td>4624 ×1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>10,882</td>
</tr>
</tbody>
</table>

|                     |         |            | 13,522      |
### Table B.3: GCN-conv: Experimental data.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>1,380</td>
</tr>
<tr>
<td>2 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>3 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>4 GC Layer</td>
<td>68 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>5 Concatenate</td>
<td>68 ×80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6 Reshape</td>
<td>4624 ×1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 Conv. Layer</td>
<td>68 ×16</td>
<td>ReLU</td>
<td>992</td>
</tr>
<tr>
<td>8 Max Pooling</td>
<td>34 ×16</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>9 Reshape</td>
<td>544x1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>10 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>1,090</td>
</tr>
</tbody>
</table>

### Table B.4: FFNN: Simulated data

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>20,002</td>
</tr>
</tbody>
</table>

### Table B.5: GCN-base: Simulated data

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>2,020</td>
</tr>
<tr>
<td>2 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>3 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>4 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>5 Concatenate</td>
<td>100 ×80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6 Reshape</td>
<td>4624 ×1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>16,002</td>
</tr>
</tbody>
</table>

### Table B.6: GCN-conv: Simimulated data

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>2,020</td>
</tr>
<tr>
<td>2 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>3 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>4 GC Layer</td>
<td>100 ×20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>5 Concatenate</td>
<td>100 ×80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6 Reshape</td>
<td>8000 ×1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 Conv. Layer</td>
<td>100 ×16</td>
<td>ReLU</td>
<td>1296</td>
</tr>
<tr>
<td>8 Max Pooling</td>
<td>50 ×16</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>9 Reshape</td>
<td>800 ×1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>10 Fully Connected Layer</td>
<td>2 ×1</td>
<td>Softmax</td>
<td>1,602</td>
</tr>
</tbody>
</table>

XIV
### Table B.7: GCN-sort: Simulated data

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Activation</th>
<th>#Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 GC Layer</td>
<td>100 × 20</td>
<td>tanh</td>
<td>2,020</td>
</tr>
<tr>
<td>2 GC Layer</td>
<td>100 × 20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>3 GC Layer</td>
<td>100 × 20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>4 GC Layer</td>
<td>100 × 20</td>
<td>tanh</td>
<td>420</td>
</tr>
<tr>
<td>5 Concatenate</td>
<td>100 × 80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6 Sort Layer</td>
<td>100 × 80</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>7 Reshape</td>
<td>8000 × 1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>8 Conv. Layer</td>
<td>100 × 16</td>
<td>ReLU</td>
<td>1,296</td>
</tr>
<tr>
<td>9 Max Pooling</td>
<td>50 × 16</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>10 Reshape</td>
<td>800 × 1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>11 Fully Connected Layer</td>
<td>2 × 1</td>
<td>Softmax</td>
<td>1,602</td>
</tr>
</tbody>
</table>

Total #Parameters: 6,178